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What Safety are We Entitled to 
Expect of Self-driving Vehicles?*1

1. Introduction
Self-driving cars are seen as a solution to problems of, in particular, traffi  c safety*2 and access to transpor-
tation.*3 Only a few years ago, expectations of reaching full driving automation sooner rather than later 
were high. Even though this optimism seems to have now become moderated by a heavy dose of reality,*4 
eff orts to attain full driving automation continue throughout the world, including in Estonia.*5 While the 
level of traffi  c safety to be provided by fully self-driving vehicles seems to be one of their main advantages,*6 
accidents caused by them cannot be precluded. To name a few issues, one can cite concerns about the con-
sequences of possible hardware and software malfunctions, as well as security breaches.

Strict liability schemes seem to be the approach best suited for covering damage possibly caused by 
self-driving cars. However, in certain situations a manufacturer of self-driving vehicles may be faced with 
a claim hinging on the defectiveness of the product.*7 Under Article 6 (1) of the Product Liability Directive 
(PLD),*8 a product is deemed defective when it does not provide the safety that a person is entitled to expect, 
taking into account all the circumstances. The non-exhaustive list of circumstances set out in Article 6 (1) 
includes the presentation of the product, the use to which it could reasonably be expected that the product 

ɲ This article has been written with the support of the European Regional Development Fund.
ɳ Reports from various countries indicate that over ɺɱ% of traffi  c accidents are caused by human error. See, for example, 

C. Grote. ‘Connected Vehicles Will Enhance Traffi  c Safety and Effi  ciency’ – The European Files. ɲɹ February ɳɱɲɺ. Available 
at https://www.europeanfi les.eu/digital/connected-vehicles-will-enhance-traffi  c-safety-effi  ciency (most recently accessed 
on ɲɴ.ɷ.ɳɱɲɺ).

ɴ Self-driving cars have the potential to improve access to mobility for several disadvantaged social groups: people with dis-
abilities; the elderly; and, in general, everyone who does not have a driving licence.

ɵ H. Fry. ‘The Road to Self-driving Cars Is Full of Speed Bumps’ – Discover Magazine. ɳɶ October ɳɱɲɹ. Available at http://
discovermagazine.com/ɳɱɲɹ/nov/baby-can-you-drive-my-car (most recently accessed on ɲɴ.ɷ.ɳɱɲɺ); T.B. Lee. ‘The Hype 
around Driverless Cars Came Crashing Down in ɳɱɲɹ’ – Ars Technica. ɴɱ December ɳɱɲɹ. Available at https://arstechnica.
com/cars/ɳɱɲɹ/ɲɳ/uber-tesla-and-waymo-all-struggled-with-self-driving-in-ɳɱɲɹ/ (most recently accessed on ɲɴ.ɷ.ɳɱɲɺ).

ɶ For further information, see https://avsincities.bloomberg.org (most recently accessed on ɲɴ.ɷ.ɳɱɲɺ).
ɷ U.S. Department of Transportation. ‘Preparing for the Future of Transportation: Automated Vehicles ɴ.ɱ’, available at 

https://www.transportation.gov/sites/dot.gov/fi les/docs/policy-initiatives/automated-vehicles/ɴɳɱɸɲɲ/preparing-future-
transportation-automated-vehicle-ɴɱ.pdf (most recently accessed on ɲɴ.ɷ.ɳɱɲɺ).

ɸ T. Liivak. ‘Liability of a Manufacturer of Fully Autonomous and Connected Vehicles under the Product Liability Directive’– 
International Comparative Jurisprudence (ɳɱɲɹ), ɵ(ɳ), p. ɲɸɹ.

ɹ Council Directive ɹɶ/ɴɸɵ/EEC of ɳɶ July ɲɺɹɶ on the approximation of the laws, regulations and administrative provi-
sions of the Member States concerning liability for defective products (OJ L ɳɲɱ, ɸ.ɹ.ɲɺɹɶ, pp. ɳɺ–ɴɴ). Also, Article ɲɲ of 
Directive ɳɱɲɱ/ɵɱ/EU of the European Parliament and of the Council of ɸ July ɳɱɲɱ on the framework for the deployment 
of Intelligent Transport Systems in the fi eld of road transport and for interfaces with other modes of transport (OJ L ɳɱɸ, 
ɷ.ɹ.ɳɱɲɱ, pp. ɲ–ɲɴ) makes an explicit reference to the PLD as a legal instrument that ought to be followed in the addressing 
of liability issues related to deployment and use of intelligent transport system applications and services.
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would be put, and the time when the product was put into circulation. Recital 6 of the PLD clarifi es that an 
assessment of the lack of safety should be carried out having regard to the reasonable expectations of the 
public at large.

Given that concepts such as safety, entitlement and reasonableness are open to interpretation, one is 
bound to wonder what kind of safety the EU public at large can expect of self-driving vehicles. That, in turn, 
may lead to enquiries into poor design, issues of human–machine interaction, and the role of the human 
in the event of damage. Thus, an answer to the safety question depends not only on safety legislation and 
case-law but also on the characteristics of self-driving vehicles and of human beings. Taking into account 
the capabilities of the self-driving vehicle and the role and expectations of the human alongside the safety 
legislation aimed at ensuring safety and preventing damage, this article has been written to answer the 
above-mentioned question in the context of product liability law, which concerns itself mainly with the 
consequences.

2. Driving automation
2.1. Levels of driving automation

Building on the defi nitions used by the NHTSA*9 and the BASt*10 and seeking to simplify communica-
tion and facilitate collaboration in the technical and policy domains worldwide, SAE International*11 has 
provided common classifi cation and terminology frameworks for automated driving the involves ground 
vehicles, including six levels of driving automation, which range from no automation to full automation.*12 
Further, SAE International has divided these levels of driving automation into two groups. In the fi rst group 
(levels 0–2), the human driver monitors the driving environment, while in the second (levels 3–5) the 
automated driving system is entrusted with this task. At level 0 (no automation), the human driver handles 
all aspects of the dynamic driving task*13 at all times, regardless of the vehicle’s warning or intervention 
systems. At level 1 (driver assistance), a driver assistance system performs steering or acceleration/decel-
eration, in a manner dependent on the driving mode, while the human driver is expected to execute all 
remaining aspects of the dynamic driving task. For instance, a vehicle with a cruise control feature can be 
considered a level-1 vehicle. At level 2 (partial automation), one or more driver assistance systems execute 
both steering and acceleration/deceleration, while the remainder is left to the human driver to perform. The 
driver assistance systems used in level-2 vehicles are more advanced than those of level-1 vehicles, in being 
able to, among other things, maintain a set distance from the vehicle in front or to one side, keep the vehicle 
in its lane, and brake automatically in the event of an emergency. In level 3 (conditional automation), an 
automated driving system handles all aspects of the dynamic driving task in the manner corresponding to 
the driving mode, but the human driver is expected to remain alert and respond to any request to intervene. 
At level 4 (high automation), an automated driving system performs all parts of the dynamic driving task 

ɺ The National Highway Traffi  c Safety Administration, an agency of the U.S. Department of Transportation (https://www.
nhtsa.gov).

ɲɱ The German Federal Highway Research Institute (Bundesanstalt fü r Straßenwesen) (see https://www.bast.de/BASt_ɳɱɲɸ/
DE/Home/home_node.html, most recently accessed on ɲɴ.ɷ.ɳɱɲɺ).

ɲɲ Formerly known as the Society of Automobile Engineers. An organisation that unites more than ɲɳɹ,ɱɱɱ engineers, world-
wide. For further information, see https://www.sae.org/about/ (most recently accessed on ɲɴ.ɷ.ɳɱɲɺ).

ɲɳ Automation and autonomy are diff erent concepts. As cyber-security engineer P. Toal explains, that of automation refers to 
there being little or no human operator involvement. It includes well-defi ned tasks that have predetermined (rule-based) 
responses in reasonably well-known and structured environments. With autonomy, on the other hand, the systems have a 
set of intelligence-based capabilities or learning/adaptive capabilities that allow them to respond to situations that were not 
pre-programmed or anticipated in the design. For further information, see his blog post ‘ɳɱɲɹ – Autonomy vs Automation’, 
at https://blogs.oracle.com/cloudsecurity/ɳɱɲɹ-–-autonomy-vs-automation (most recently accessed on ɲɴ.ɷ.ɳɱɲɺ). Accord-
ing to SAE International, the defi nitions for the various ‘levels’ of driving automation are descriptive rather than normative 
and are of a technical rather than legal nature. The elements’ specifi cations indicate minimum rather than maximum system 
capabilities for each level. See ‘Summary of SAE International’s Levels of Driving Automation for On-Road Vehicles’, available 
at https://web.archive.org/web/ɳɱɲɸɱɺɱɴɲɱɶɳɵɵ/https://www.sae.org/misc/pdfs/automated_driving.pdf (most recently 
accessed on ɲɴ.ɷ.ɳɱɲɺ).

ɲɴ The dynamic driving task includes the operational aspects of the driving task (steering, braking, acceleration, and monitor-
ing of the vehicle and roadway) and the tactical ones (responding to events and determining when to change lanes, turn, use 
signals, etc.) but not the strategic one (determining destinations and waypoints) (see Note ɲɳ).
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even if a human driver does not respond appropriately to a request for intervention. However, certain geo-
graphical or terrain-based, weather, and speed constraints still apply to such vehicles.*14

In SAE International level 5 (full automation) vehicles – the only truly self-driving vehicles and the 
main focus of attention in this article – an automated driving system deals with all aspects of the dynamic 
driving task at all times under all roadway and environmental conditions that can be managed by a human 
driver. The related complexity is further increased by the fact that, in reality, individual parts of the auto-
mated driving system of a self-driving vehicle may involve diff erent levels of automation. However, it has 
been pointed out that the crucial issue is going to be not the level of automation the car is capable of, but 
how the transition between diff erent levels of automation at various stages in the journey is managed.*15

To cope with the operational and tactical aspects of the tasks, the vehicle needs to be aware of the sur-
rounding environment (the weather, the road conditions, non-moving and moving objects, traffi  c signs, 
other road users, birds and other animals, etc.) and of events and occurrences that are relevant from the 
point of view of the passengers (traffi  c signals and other road users’ behaviour). For that purpose, it has 
to take into account not only internally obtained information but also external information: maps, traffi  c 
rules, etc.

Should level-5 automation be reached, fully self-driving cars could provide many advantages, in reduc-
ing human errors in traffi  c, making navigation easier, improving access to mobility for disabled people and 
the elderly, and reducing traffi  c congestion. However, it is argued that the delegation of the driving func-
tion to an automated driving system does not come without certain disadvantages, which include, above 
all, software malfunctions and vulnerabilities that could cause serious damage at a far larger scale than an 
individual human driver ever could.*16

2.2. Distinct characteristics and properties of a self-driving vehicle

Human beings’ senses give them the ability to perceive what is happening around and inside them, owing to 
sense organs and receptors that transform physical stimuli into nerve impulses, and, with the aid of percep-
tion, the human being is able to organise, identify, and recognise that information.*17 This gives humans the 
ability to cope with the complexity of the surrounding environment, including traffi  c.

The full dynamic driving task imposes what computer scientists call a ‘hard problem’.*18 Firstly, the 
vehicle needs to perceive what is happening around it – in particular, what is moving and what is not. To 
perceive the surroundings, self-driving vehicles need various sensors (e.g., radar, LIDAR, GPS components, 
an odometer system, vision, and an inertial measurement unit).*19 Researchers have pointed out that accu-
rate and reliable perception of the surroundings necessitates the data from these various sensors being co-
ordinated (in terms of data fusion and sensor fusion).*20 

It has been noted that perception technologies can be divided into two main categories: computer-
vision approaches (traditional software programming) and machine-learning approaches (a subset of arti-
fi cial intelligence, AI).*21 The prerequisite for computer-vision approaches is the ability to come up with 

ɲɵ P. Godsmark. ‘The Defi nitive Guide to the Levels of Automation for Driverless Cars’, ɵ October ɳɱɲɸ. Available at https://
driverless.wonderhowto.com/news/defi nitive-guide-levels-automation-for-driverless-cars-ɱɲɸɷɱɱɺ/ (most recently accessed 
on ɲɴ.ɷ.ɳɱɲɺ).

ɲɶ House of Lords, Science and Technology Select Committee. ‘Connected and Autonomous Vehicles: The Future? Oral and 
Written Evidence’, available at https://www.parliament.uk/documents/lords-committees/science-technology/autonomous-
vehicles/Autonomous-vehicles-evidence.pdf (most recently accessed on ɲɴ.ɷ.ɳɱɲɺ), specifi cally the section ‘Association of 
British Insurers (ABI) and Thatcham Research – Written Evidence (AUVɱɱɶɲ)’, p. ɲɸ.

ɲɷ See, for instance, P. Goodman. ‘Advantages and Disadvantages of Driverless Cars’, ɳɵ January ɳɱɲɺ. Available at https://
axleaddict.com/safety/Advantages-and-Disadvantages-of-Driverless-Cars (most recently accessed on ɲɴ.ɷ.ɳɱɲɺ).

ɲɸ R. J. Gerrig, P. G. Zimbardo. Psychology and Life, ɲɸth ed. (Pearson ɳɱɱɶ), pp. ɺɵ–ɺɷ.
ɲɹ The more complex a problem, the harder it is. For further information, see K. Hartnett. ‘A Short Guide to Hard Problems’ – 

Abstractions Blog. Available at https://www.quantamagazine.org/a-short-guide-to-hard-problems-ɳɱɲɹɱɸɲɷ/ (most recently 
accessed on ɲɴ.ɷ.ɳɱɲɺ).

ɲɺ See, for instance, K. Shahzad. ‘Cloud Robotics and Autonomous Vehicles’ in A. Zak (ed.), Autonomous Vehicle (IntechOpen 
ɳɱɲɷ). – DOI: https://doi.org/ɲɱ.ɶɸɸɳ/ɷɲɹɺɹ.

ɳɱ Ö. Çiftçioğlu, S. Sariyildiz. ‘Data Sensor Fusion for Autonomous Robotics’ in S. Kucuk (ed.), Serial and Parallel Robot Manipu-
lators – Kinematics, Dynamics, Control and Optimization, (IntechOpen ɳɱɲɳ). – DOI: https://doi.org/ɲɱ.ɶɸɸɳ/ɳɴɱɲ.

ɳɲ P. Mankikar. ‘Introduction to AI’ – Generation AI. ɴɱ June ɳɱɲɸ. Available at http://generation-ai.com/referential-articles/
introduction-to-ai/ (most recently accessed on ɲɴ.ɷ.ɳɱɲɺ).
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explicit instructions. It has been explained that, since traffi  c is such a complex environment, the ability to 
adapt to dynamic environments through learning becomes more important.*22 Google’s decision scientist 
C. Kozyrkov explains that the idea of the machine-learning approach is to feed data into an algorithm that 
turns patterns into models.*23 According to her, a model is merely a recipe, which the computer uses to 
transform future inputs into outputs.*24 In machine learning, the main indicator of success is the quality of 
the model.*25 While machine learning comprises techniques that enable computers to fi gure things out from 
data, deep learning (more precisely, the use of deep neural networks) is a subset of machine learning that 
allows for solving more complex problems.*26 It is has been stressed that deep learning is good for identify-
ing objects in images and describing images, but usually requires large quantities of computing power and 
data, whose quality critical to achieving solid performance.*27 Therefore, not everyone believes that deep 
learning is the key to solving the problem of driving automation.*28 Both approaches are argued to have 
their advantages and disadvantages, but self-driving vehicles tend to rely on a combination of the two to 
understand the surrounding environment.*29

Researchers have expressed the concern that certain machine-learning approaches may adversely 
impact the safety of a self-driving vehicle due to their non-transparency, probabilistic error rate, training-
based nature, and instability.*30 Similar concerns are shared by legislators.*31 The machine-learning com-
munity is said to be coming to the realisation that in many applications domains, for AI to be trusted, it 
not only needs to demonstrate good performance in its decision-making but also explain these decisions 
and convince us that it is making them for the right reasons.*32 Such realisations have given rise to the new 
emerging research fi eld of explainable artifi cial intelligence (XAI).

Various sensors and perception technologies set self-driving vehicles apart from conventional ones. 
Knowledge of the principles of operation of these devices and technologies enables more appropriate 
assessment of the kind of safety that can be reasonably expected of them.

3. Safety requirements for self-driving vehicles
3.1. Safety under product liability legislation

At this juncture, one can consider more fully Article 6 (1) of the PLD, under which a product is deemed 
defective when it does not provide the safety that a person is entitled to expect, taking all the circumstances 
into account, including the following: the presentation of the product, the use to which it could reasonably 
be expected that the product would be put, and the time when the product was put into circulation. Recital 6 
of the PLD explains that the defectiveness of the product should be determined by reference not to its fi tness 
for use but to the lack of the safety that the public at large is entitled to expect. In spite of the respectable age 

ɳɳ A. Kirsch. ‘Integration von Programmieren und Lernen in eine Steuerungssprache für autonome Roboter’ – Kü nstliche 
Intelligenz (ɳɱɲɳ) ɳɷ, pp. ɸɺ–ɹɳ. – DOI: https://doi.org/ɲɱ.ɲɱɱɸ/sɲɴɳɲɹ-ɱɲɲ-ɱɲɵɹ-ɲ.

ɳɴ A. Bridgwater. ‘Google Decision Scientist Splits AI Science, from Science Fiction’ – Forbes, ɸ February ɳɱɲɺ. Available at 
https://www.forbes.com/sites/adrianbridgwater/ɳɱɲɺ/ɱɳ/ɱɸ/google-decision-scientist-splits-ai-science-from-science-
fi ction/#ɴbɸɺɶɹbaɳabɳ (most recently accessed on ɲɴ.ɷ.ɳɱɲɺ).

ɳɵ Ibid.
ɳɶ T. Pungas. ‘Masinõpe: mittetehniline ülevaade’, ɳɺ January ɳɱɲɸ. Available in Estonian at https://pungas.ee/masinope-

mittetehniline-ulevaade/#more-ɲɷɱɴ (most recently accessed on ɲɴ.ɷ.ɳɱɲɺ).
ɳɷ P. Jeff cock. ‘What’s the Diff erence between AI and Machine Learning?’ – Oracle Blogs. ɴɲ July ɳɱɲɹ. Available at https://

blogs.oracle.com/whats-the-diff erence-between-ai,-machine-learning,-and-deep-learning-vɳ (most recently accessed on 
ɲɴ.ɷ.ɳɱɲɺ).

ɳɸ See Note ɳɶ.
ɳɹ C. Thompson. ‘How to Teach Artifi cial Intelligence Some Common Sense’ – Wired. ɲɴ November ɳɱɲɹ. Available at https://

www.wired.com/story/how-to-teach-artifi cial-intelligence-common-sense/ (most recently accessed on ɲɴ.ɷ.ɳɱɲɺ).
ɳɺ See Note ɳɳ.
ɴɱ R. Salay et al. ‘An Analysis of ISO ɳɷɳɷɳ: Using Machine Learning Safely in Automotive Software’ (ɳɱɲɸ). arXiv:ɲɸɱɺ.ɱɳɵɴɶ, 

Part II.B.
ɴɲ See, for instance, the European Parliament resolution of ɲɷ February ɳɱɲɸ with recommendations to the Commission on 

Civil Law Rules on Robotics (ɳɱɲɶ/ɳɲɱɴ(INL)), para. ɲɳ.
ɴɳ R. Sheh, I. Monteath. ‘Defi ning Explainable AI for Requirements Analysis’ – Kü nstliche Intelligenz (ɳɱɲɹ) ɴɳ(ɵ), pp. ɳɷɲ–

ɳɷɷ. – DOI: https://doi.org/ɲɱ.ɲɱɱɸ/sɲɴɳɲɹ-ɱɲɹ-ɱɶɶɺ-ɴ.
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of the PLD, related case-law of the Court of Justice of the European Union (CJEU) that might elaborate on 
the concept of safety remains scarce.*33

Some guidance for the manufacturers of self-driving cars can be derived from the CJEU judgment in 
Joined Cases C-503/13 and C-504/13 (Boston Scientifi c, paragraphs 36-43).*34 The CJEU explains that the 
safety which the public at large is entitled to expect, in accordance with Article 6 (1) of the PLD, must be 
assessed by taking into account, among other things, the intended purpose, the objective characteristics 
and properties of the product in question and the specifi c requirements of the group of users for whom 
the product is intended (see para. 38 of the judgment). Even though the passengers in a fully self-driving 
vehicle may not be in a position that renders them as vulnerable as the users of pacemakers and implant-
able cardioverter defi brillators who were considered in Boston Scientifi c, they still trust their health and 
life to the vehicle, which makes the level of safety that such persons are entitled to expect to be demanded 
of those vehicles particularly high as well. Furthermore, self-driving vehicles are unlike implantable medi-
cal devices in their potential to pose a greater danger not only to their direct users but also to other people 
(in the vehicles’ case, road users) and to surrounding property. The ‘group of users’ in the context of self-
driving vehicles is considerably larger. The element of having a broader circle of aff ected parties was also 
pointed out by the CJEU in its judgment in Case C-661/15 (para. 30)*35 wherein the Court noted, regarding 
the steering coupling of a car, that it is legitimate and reasonable to require a high degree of safety in the 
light of the serious risks to the physical integrity and life of drivers, passengers, and third parties connected 
with these products’ use.

Driving automation-related parallels can be drawn with the CJEU’s reasoning in para. 40 of Boston 
 Scientifi c also. The CJEU explained that the potential lack of safety that would give rise to liability on the 
part of the producer under the PLD stems, for pacemakers and implantable cardioverter defi brillators, from 
the abnormal potential for damage that the relevant products might cause to the person concerned. While 
the potential for damage that fully self-driving cars could cause to a person is not necessarily always equiva-
lent to that attended to such medical devices, it cannot be denied that a defective fully self-driving vehicle 
has the potential to cause the death of its passengers or other road users. Numerous incidents involving 
vehicles of lower levels of automation serve as a proof of this.

The high level of safety expected of vehicles is further confi rmed by the CJEU in para. 30 of Case 
C-661/15, in which the Court points out that the safety requirement is not met where there is a manufac-
ture-related risk of failure of a component. In the Court’s opinion, this entails those goods not providing 
the safety that a person is entitled to expect and, accordingly, the conclusion that they must be regarded as 
defective.

According to Recital 8 of the General Product Safety Directive (GPSD),*36 safety should be assessed in 
consideration of all the relevant aspects. Under Article 2 (b) of the GPSD, ‘safe product’ means any product 
that poses no risk or poses only the minimum risks compatible with the product’s use considered to be 
acceptable and consistent with a high level of protection for the safety and health of persons. It follows from 
this provision that, with regard to self-driving vehicles, the following factors should be taken into account, 
among others: the characteristics (incl. the composition) of the vehicle; its eff ect on other products; the 
presentation of the vehicle, any warnings and instructions for its use and disposal, any other indication 
or information regarding the vehicle; and the categories of consumers at risk when using the vehicle, in 
particular children and the elderly. Article 2 (c) of the GPSD explains that any product that does not meet 
the defi nition of ‘safe product’ is considered dangerous.*37 The author of this article fi nds that, while the 

ɴɴ See also E. Ruiz Cairó. ‘The Lack of Medical Research Does Not Prevent an Injured Person from Proving the Defect of a 
Product and the Causal Link between the Defect and the Damage’ – European Journal of Risk Regulation (ɳɱɲɸ) ɹ(ɵ), 
pp. ɸɺɹ–ɹɱɴ. – DOI: https://doi.org/ɲɱ.ɲɱɲɸ/err.ɳɱɲɸ.ɶɺ.

ɴɵ Even though the reference for a preliminary ruling dealt with the question of whether pacemakers and implantable cardio-
verter defi brillators belonging to the same group or forming part of the same production series that have a potential defect 
could be classifi ed as defective without there existing any need to establish that the particular product in question possesses 
such a defect. See ECLI:EU:C:ɳɱɲɶ:ɲɵɹ (Boston Scientifi c). In answering this question, the CJEU also provided guidelines 
that are of general value from the standpoint of the safety expected of products.

ɴɶ This case pertained to the repayment of import duties, but thereby the defectiveness of vehicle components proved relevant 
and the CJEU elaborated on these aspects.

ɴɷ Directive ɳɱɱɲ/ɺɶ/EC of the European Parliament and of the Council of ɴ December ɳɱɱɲ on general product safety (OJ 
L ɲɲ, ɲɶ.ɲ.ɳɱɱɳ, pp. ɵ–ɲɸ).

ɴɸ However, in footnote ɸ of his opinion in Boston Scientifi c, Advocate General Bot draws attention to the fact that the term 
‘defective product’ within the meaning of Article ɷ (ɲ) of the PLD should not be confused with the notion of ‘dangerous 
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defi nition of safety rooted in the GPSD cannot serve as the basis for establishing the lack of safety of a self-
driving car within the product liability regime, the former does assist us in understanding the objective 
characteristics of self-driving vehicles.

3.2. Traffi c legislation governing self-driving vehicles

Some countries, most notably Germany and the United States, which both have a strong automotive indus-
try, have already passed traffi  c legislation governing driving automation, including related legal defi nitions. 
Subsection (2) of §1a of the German Road Traffi  c Act (Straßenverkehrsgesetz or StVG)*38 lists the technical 
equipment that qualifi es a vehicle as a highly or fully automated power-driven vehicle: equipment that, 
once switched on, is able to perform the driving task (including exercising of longitudinal and lateral control 
of the vehicle); during highly or fully automated driving, is capable of following the traffi  c rules applicable 
to the vehicle; can at any time be manually overridden or switched off  by the driver; is able to recognise the 
need for the exclusive manual control by the driver; with suffi  cient time to spare, is able to visually, acous-
tically, tactilely, or otherwise perceptibly alert the driver to handing over of control of the vehicle to the 
driver; and alerts to a use that is in confl ict with the system description.

It follows from subsection (4) of §1a that the driver is the one to switch on the highly or fully automated 
driving function and apply it for controlling the vehicle. Such an approach to automated driving means 
that even a vehicle with a fully automated driving function is required to have a steering wheel and to have 
a licensed human driver behind it at all times. This person is required to sit in the front seat to drive, and 
certain controls, displays, and indicators need to be visible to the driver so that they would be able to drive 
the vehicle properly. This also means that even a vehicle equipped with fully automated driving functional-
ity must not drive ‘empty’ – even when there are no passengers, there must be at least one occupant (the 
driver) while it is driving. In addition, it follows from subsection (4) of §1a of the StVG that the driver must 
be prepared to take over control of the vehicle at all times.

Such legislative choices strip self-driving vehicles of some of their alleged key advantages (disabled 
people’s access to mobility*39, reduction of human errors, etc.), while giving rise to a plethora of new issues 
related to the human driver taking back control of the vehicle and, more generally, to human–machine 
interaction. Once the driver has transferred control of the vehicle to the system, it is diffi  cult to get it back 
in an instant. Nevertheless, the driver remains responsible and is required to stay alert and ready to retake 
control in the blink of an eye. While the approach taken by the German legislature is acceptable for SAE 
levels 1–4, it practically precludes the introduction of level-5 vehicles. This might be associated with the fact 
that, as has the rest of the EU, Germany has ratifi ed the 1968 Vienna Convention on Road Traffi  c,*40 which 
rules out driverless road vehicles. While such restrictions are inevitable in the case of semi-autonomous 
vehicles, the entire concept of a fully self-driving vehicle is based on the underlying assumption that no 
human driver is required, under any circumstances. Therefore, it may well be that the current solution in 
Germany is merely a temporary one in place until the Vienna Convention on Road Traffi  c can be amended 
and the level of full automation is truly reached.

Unlike the EU Member States, the United States is not party to the Vienna Convention. The US has rati-
fi ed the 1949 Geneva Convention on Road Traffi  c, which does not categorically prohibit automated driving. 
This gives the US more fl exibility in regulating driving automation.*41 Although various federal bills*42 have 
been put forward on highly automated vehicle technology, none have been enacted yet. The US legislators 

 product’ within the meaning of Article ɳ (b) and (c) of the GPSD. He points out that, unlike the former, the latter is independ-
ent of the expectations of the public (ECLI:EU:C:ɳɱɲɵ:ɳɴɱɷ).
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stvg/StVG.pdf (most recently accessed on ɲɴ.ɷ.ɳɱɲɺ).

ɴɺ European Parliament resolution of ɲɷ February ɳɱɲɸ with recommendations to the Commission on Civil Law Rules on 
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ties.un.org/doc/Publication/MTDSG/Volume%ɳɱI/Chapter%ɳɱXI/XI-B-ɲɺ.en.pdf (most recently accessed on ɲɴ.ɷ.ɳɱɲɺ).

ɵɲ B. W. Smith. ‘Automated Vehicles Are Probably Legal in the United States’ – Texas A&M Law Review (ɳɱɲɵ) ɲ(ɴ), pp. ɵɲɲ–ɶɳɲ, 
at pp. ɵɳɵ–ɵɶɸ.

ɵɳ SAE International. ‘Regulatory Framework Emerging As Autonomy Becomes Reality’, ɳɷ October ɳɱɲɸ. Available at http://
articles.sae.org/ɲɶɸɳɱ/ (most recently accessed on ɲɴ.ɷ.ɳɱɲɺ).
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drafting the relevant bills have focused on addressing a high level of automation rather than full automa-
tion, thereby making references to the SAE International standard J3016. Until a federal bill has been 
enacted, the rules governing self-driving vehicles remain up to each state, and these have proved highly 
divergent. For instance, in Florida and Michigan a self-driving car is not required by law to have a driver,*43 
while the approach taken by California seems to be more similar to that of Germany.

3.3. The safety that a person is entitled to expect 
of fully self-driving vehicles

According to the rules laid down in Article 6 (1) of the PLD and the guidance given by the CJEU in Boston 
Scientifi c, the safety that a person (the public at large) is reasonably entitled to expect of self-driving vehi-
cles should be assessed in a manner that takes into account all the circumstances. It should be reiterated 
that this encompasses, among other things, the presentation of the vehicles in question; the use to which 
they could reasonably be expected to be put, their intended purpose; the time of putting the vehicles into 
circulation; the requirements specifi c to the group of users for whom the vehicles are intended; and, above 
all, the vehicles’ objective characteristics and properties.

At present, it is impossible to assess the ‘presentation’ of fully self-driving vehicles, as no such vehicles 
have been put into circulation yet. The usual purpose of a road vehicle is to transport people or goods. As 
noted above, the requirements applicable to self-driving vehicles stem not only from their passengers but 
also from other road users and the surrounding environment – principally, the property that might get 
damaged by a self-driving vehicle. In that regard, legal entities too are aff ected, not merely individuals.

As for the objective characteristics and properties of self-driving vehicles, any road vehicle is, for rea-
son of its mass and speed of movement, objectively a source of greater danger. In this respect, self-driving 
vehicles are not diff erent from conventional human-driven vehicles. What makes them stand apart from the 
latter is the absence of a human driver, who is replaced by their sensors and software components, which 
draw together such elements as computer vision and machine learning. The absence of a human driver 
has far-reaching implications for interaction between such vehicles and other road users. Not only has 
the self-driving vehicle to understand the body language of humans engaged in traffi  c, but those humans 
have to understand the behaviour of self-driving vehicles. There are large amounts of visual and, to a lesser 
extent, audio communication between human road users. People are very good at interpreting human 
body language and the sounds in their environment, but this remains a hard problem for self-driving 
vehicles.

It has been pointed out that the computer-vision and machine-learning components of self-driving 
vehicles need to be attuned to the particular settlement.*44 The characteristics of the locale’s infrastructure, 
its traffi  c fl ows, and all the related issues are part of the set-up of a self-driving vehicle. Hence, inhabitants 
of Tartu may have somewhat diff erent expectations of self-driving vehicles than people in, for instance, 
London. Every area of operation is unique. The landscape, road conditions, and weather are important 
facets of this uniqueness.

The importance of constructing driving-automation-supporting infrastructure should not be under-
estimated. Manufacturers and municipalities keen on getting self-driving vehicles on the roads as soon as 
possible face a serious dilemma. On one hand, the manufacturers need to collect high-quality real-world 
data. At the same time, however, self-driving vehicles that could gather such data are not ready yet, and 
appropriate infrastructure for them does not exist yet. Allowing such semi-autonomous vehicles onto public 
roads is likely to increase the number of traffi  c accidents at fi rst.

Furthermore, the general public are reasonably entitled to expect that self-driving vehicles follow traf-
fi c rules.*45 However, breaking traffi  c rules does not necessarily result in damage in the sense addressed by 
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ɵɶ For extensive discussion of the issue see, for instance, H. Prakken. ‘On the Problem of Making Autonomous Vehicles Conform 
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the PLD. Should such a situation involve any abnormal potential for damage, it may nevertheless meet the 
criteria for defectiveness established by the CJEU in Boston Scientifi c.

It follows from Article 9 of the PLD that among the legal rights defended thereunder are those to life, 
health, and property. Every individual has the right to expect their life, health, and property not to be 
harmed by a self-driving car, and every entity has the right to expect its property not to be harmed by one. 
This does not necessarily entail being entitled to expect completely fl awless self-driving vehicles. A vehicle 
of a lower level of automation is not necessarily less safe than a vehicle of a higher level of automation. 
Leaving the issues of giving up and taking back control of the vehicle aside, the lower the level of automa-
tion of a vehicle, the more limited its automated functions and the greater the role and responsibility of a 
human driver. No software developer would be willing to give any guarantee that the software developed by 
it is entirely fl awless, yet, as is clear from the foregoing discussion, software is a key component of any self-
driving vehicle, which means that such an assurance must be obtained for the purposes of compliance with 
product safety legislation if the relevant vehicle is ever to be allowed to enter circulation.

Declaring a self-driving vehicle unsafe (i.e., defective) merely because it has caused damage would con-
stitute too strict a standard of liability, which is not supported by the PLD. For ascertaining the standard for 
the minimum safety expected of self-driving vehicles, one needs to keep in mind that it is the human being 
who has been eliminated from the equation. Therefore, as long as self-driving vehicles are unlikely to cause 
more or worse traffi  c accidents than humans, they should be allowed on the roads. Whether they will cause 
more or worse traffi  c accidents than humans is, however, a matter of trial and error.

4. Conclusions
The development of self-driving vehicles continues, notwithstanding the related complexity. Their ultimate 
safety will be a crucial matter. Therefore, the defi nition of safety used in the GPSD can be of help in iden-
tifying the objective characteristics and properties of self-driving vehicles within the meaning of the PLD.

The German legislature’s approach towards self-driving vehicles in the StVG is understandable and, 
given the current setting of international law, perhaps even inevitable, but it nevertheless precludes the 
introduction of truly self-driving vehicles and will need to be revised if the push towards full autonomy is 
to continue. This striving should continue because problems with human-machine interaction are likely to 
adversely aff ect the safety of semi-autonomous vehicles.

Under Article 6 (1) of the PLD and in accordance with the guidance given by the CJEU, the safety that 
the public at large is reasonably entitled to expect of self-driving vehicles should be assessed taking into 
account all the circumstances, among other things, their intended purpose as well as their objective charac-
teristics and properties. For self-driving vehicles to be put into circulation, the level of safety demonstrated 
by self-driving vehicles should at least equal that demonstrated by human drivers.


